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APPLYING THE DELAY-CURVE HOUGH TRANSFORM
TO SHALLOW-WATER ENVIRONMENTS

1. INTRODUCTION

The broadband correlogram, a two-dimensional display over time of the cross-correlation received by a
two-sensor system, has proven to be a useful tool in the detection and tracking of targets moving in the
ocean. The two-sensor system can be two omnidirectional hydrophones, two halves of a split-array, or two
separate neighboring sensor arrays. The correlogram is a historical record of the cross-correlation between
the signals received at the two sensors. When detected by the two sensors, a target traveling with constant
speed and heading (i.e., course) generates a trace in the correlogram produced by the system. Because the
location of the trace is a measure of the relative time delay of the signal arriving at the two sensors, the trace
is often referred to asdgelay curveFigure 1 shows a typical broadband correlogram. The vertical axis of the
correlogram is the observation time, while the horizontal axis is the time difference of arrival of the signal at
the two sensors. The intensity of the correlogram at a point is a measure of the correlation between the two
received signals. As can be seen in this figure, many dark traces (delay curves) are visible in the correlogram.
A dark trace with a small slope indicates that the corresponding acoustic source is either very close to the
sensor array or is moving relatively fast. On the other hand, a dark trace with a large slope indicates the
corresponding acoustic source is either far away from the sensor array or is moving relatively slowly.

Assuming that the sound velocity profile (SVP) is constant and independent of geographic location, that
the sound wave propagation from the target to the sensors is a straight-line path, and that a target is traveling
with constant speed, heading, and depth, then the resulting ‘ideal’ delay curve of the target was shown [1] to
be a member of a family of analytic equations. The analytic equation of the delay curve is defined by the
target track parameters: spe&y] beading @), target horizontal rang®j] at the closest point of approach
(CPA), time of CPA t), and the relative deptln)(of the source with respect to the sensor. That report
proposed the Delay-Curve Hough Transform (DCHT), a modified Hough Transform, as an automated method
for detecting delay curves and estimating the parameters of the corresponding track. The essence of the
DCHT is to hypothesize a family of potential delay curves, accumulate evidence for each potential delay
curve by summing all the pixel values along the curve and normalizing the accumulated value by the total
number of pixels in the summing process, and threshold the normalized pixel values in the parameter space
to detect a peak. The parameters of the target track can be estimated from the location of the peak in the
parameter space. Assuming white noise, the normalized integration process can theoretically proXge 5 log(
dB processing gain, whekeis the number of cross-correlation values involved in the integration process of
the DCHT.

Two sets of assumptions were used in the development of the DCHT: first, the sound propagation was a
straight line between the source and the receiver, and second, the target traveled with constant speed, head-
ing, and depth during the integration interval of the DCHT. These assumptions proved to be good for the
original application of the DCHT to long-range deep-water surveillance scenarios. However, as this tech-
nique is applied to littoral areas, the first assumption may no longer hold. A shallow-water environment is
distinctly different from that of deep-water environment; in a shallow-water environment, the SVP is more

Manuscript approved April 23, 1998.
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slow moving or far away
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Fig. 1 — A typical split-array beamformed broadband correlogram

complex, and interactions of the propagated signal with the surface and the bottom lead to complicated
multipath propagation. This report examines the applicability of the DCHT in shallow-water environments
by examining the effect of the SVP on the correlation traces of a constant velocity target. Degradation due to
the variation in the course and speed of the target were not part of this study.

To understand the behavior of a delay curve in a shallow-water environment, three different, real, shal-
low-water SVPs were studied. The GAMARAY model [2], a ray-based broadband acoustic propagation
model developed at the Applied Research Laboratory, University of Texas at Austin, was used to generate
acoustic fields based on these SVPs. Using an algorithm [3] developed by Fred Machell of the Applied
Research Laboratory, University of Texas at Austin, broadband correlograms were then produced from these
fields and the DCHT was applied to these correlograms.

The rest of this report is organized as follows. Section 2 discusses the analytic equations associated
with the DCHT. Section 3 presents the three different shallow-water environments and a set of target sce-
narios. Based on the scenarios presented in Section 3, Section 4 shows the delay curves generated by the
mathematical model (the analytic equation of the delay curve), while Section 5 presents the broadband
correlograms generated with acoustic data produced by the GAMARAY model for each SVP. Section 6
shows the detection results of the DCHT. Section 7 presents an analysis on the depth effect. Section 8
presents the conclusions.
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2. THEORETICAL CONSIDERATIONS

The Time-Delay Curve

As a target moves by a two-sensor system, the time difference of arrival of the received signals is given
by a time-delay curve. Figure 2 shows the relative geometry between the target and the two sensors. The
target is moving with a constant speey ieading @), and relative depthj to the sensors. The two sensors
are assumed to be at the same depth. The target reaches its CPA to the center of the skrauwR)ait (
location &0, y0, h) and at timég. At this time the target is at a horizontal distarizef(om the center of the
sensor pair. Assuming a plane wavefront arrival at the two sensors, Stevens and Shyu [1] showed that the

equation of the delay curve is:

(%(t —to)) cos® -sin®

— W
\/1+(|\:/)(t o))" +(2)

T(t) = Tmax

where:

D is horizontal distance at CPA from the target to the sensors’ midpoint,
h is depth difference between the target and the sensors,

Y is target speed,

0 is target heading,

t is the observation time,

to is CPA time,

1(t) s relative time delay between the two received signals att tiamel

Tmax IS distance between the two sensors divided by the speed of sound.

Further details of the delay curve (such as the effe¢Dodndh/D on the shape of the delay curve, the
point spread function of the DCHT, etc.) are given in a previous report [1].

The Broadband Correlation Function

The broadband cross-correlation function over a time intéreba source signal arriving at two differ-
ent sensors is given by the equation

1, B (Db + )

F(t,7) = 7 PR — 2)
\U_%/Z\bl(x+t+ T)[“ dx \U_%/Z\bl(xﬂ)\ dx
where
T is integration time,
t is center of the integration time interval,
T is assumed time difference in arrival of the signal at the two sensors,

b,(y) is band-limited signal received at timéor sensor 1,
b,(y) is band-limited signal received at timéor sensor 2, and
F(t,t) is cross-correlation value at timhéor the time-delay difference
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Fig. 2 — Target-sensor geometty.andR are the location of the two
channels (or the centers of the two subarrays). The closest point of ap-
proach (CPA) is denoted ag0( y0, h). The horizontal distance of the
signal source at the CPA is denotedDadsThe relative depth difference
between the target and the sensor is denotbd & track direction of

the signal source B which is measured from positi%eaxis on thexXY-
plane.SL andSRare the distance from the target to sehsandR, re-
spectively. The target speedvisHerety, , ton4 andtcpaindicate the be-
ginning of observation, the ending of observation, and the CPA time, re-
spectively.

For band-limited white noise and nondispersive propagation, the cross-correlation function is a cosine
function modulated by a sinc function

_ Gin(rB(t - 1))
g TB(t - 1¢)

F(1) Ebos(zmo(T -19))

wherety is the time difference of arrival between the signals received at the two séi{gpis.defined by

the center frequencyg) and the bandwidthBj of the noise. The width of the sinc function is inversely
proportional td, while the width of the cosine function is inversely proportiong.teor the nondispersive
propagation problem, where the wave propagation speed is independent of the frequency, the peak of the
sinc function occurs at the same delay time as a peak of the cosine function. For the dispersive propagation
problem, where the wave propagation speed is a function of frequency (such as a shallow-water environ-
ment), the behavior of the cross-correlation function is more complicated. The peak of the sinc function and
the peak of the cosine function do not coincide. In fact, the peak of the sinc function occurs at a time delay
inversely proportional to the group velocity of the sound wave, while the peaks of the cosine function occur
at time delays inversely proportional to the phase velocity of the sound wave. Reference 5 further discusses
the behavior of the cross-correlation function.
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The Delay-Curve Hough Transform

The Delay-Curve Hough Transform (DCHT) detects delay curves by performing integration along the
trajectories of possible delay curves in the correlogram, normalizing the integrated pixel values by the total
number of pixels involved in the integration process, storing the normalized pixel value in the parameter
space, and thresholding these values. A peak exceeding the threshold indicates the detection of a delay
curve, and the location of the peak in the parameter space defines the corresponding track parameters. For a
given sensor pair, the integration and normalization process can be mathematically denoted as

fDV eto,hD 1J’J’F X, y)3(t(x, y)) dxdy, )
where

f(v/D,8,t,h/D) is the output of the DCHT,

o(t) is the Dirac-delta function restricting the integration to the delay curve,
N is the total number of pixels in the integration,

F(x,y) is the pixel value in the correlogram at locatioy) (

X is the horizontal offset, and

y is the vertical offset.

The time-delay curve is a function of the five parametgdsh, D, andtj. Sincev, h, andD appear only
as the ratios/D andh/D, the parameter space of the DCHT has only four dimendotysv/D, andh/D.
Each dimension is independently sampled over an appropriate range for the tracks of interest.

3. REAL-WORLD SCENARIOS

The time-delay curve equation was developed assuming that the speed of sound was constant over
the field and that the propagation of the signal from the source to each of the sensors was along a direct
straight line path. In the real world, especially in shallow-water environments, the situation is much more
complex. Since the SVP is actually a function of depth, the sound wave propagation is no longer a straight
line but a set of different multiple paths.

Sound velocity profiles from three different locations were used to study the effects on the DCHT of the
propagation in a shallow-water environment. These sound velocity profiles are identified as SVP I, SVP II,
and SVP lll and are shown in Fig. 3. For SVP |, the depth of the water is about 250 m; the sound speed
decreases monotonically from 1536 m/s at the surface to 1513 m/s at a depth of 200 m and then remains
nearly constant from 100 m to the bottom. For SVP Il, the water depth is 65 m; the sound speed decreases
monotonically from 1545 m/s at the surface to 1512 m/s at the bottom, with the sound speed nearly constant
from the surface to a depth of 10 m and from a depth of 40 m to a depth of 50 m. For SVP Ill, the sound speed
is nearly constant at 1505 m/s from the surface to a depth of 25 m, rapidly decreases to a speed of
1455 m/s at a depth of 45 m, and increases slowly from the 45 m depth to the bottom. The sea bottom is
assumed to be flat and has one layer. Table 1 gives the geoacoustic parameters, where CP is the compres-
sional velocity of the sound wave, CS is the shear velocity of the sound wave, RHO is the density of the
sediment, KP is the compressional wave attenuation, and KS is the shear wave attenuation. Here, 1 indicates
the values for the top of the layer and 2 indicates the values for the bottom of the layer.
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Fig. 3 — Three different shallow-water sound velocity profiles. Sea bottom is shown as the shaded area.

Table 1 — The Geoacoustic Parameters of Sea Bottom

SVPI | SVPIl | SVPIII
Thickness (m) 175 2500 2500
CPL (m/9) 1572 1485 1485
CP2 (m/s) 1782 2600 2600
CS1 (m/s) 263 35 35
CS2 (m/9) 425 1066 1066
RHOL1 (g/co) 1.56 161 161
RHO2 (g/co) 1.81 2.40 2.40
KPL(dB/m-kHz) 0.04 0.08 0.08
KP2(dB/m-kHz) 0.08 0.03 0.03
K S1(dB/m-kHz) 4 13 13
KS2(dB/m-kHz) 4 8 8

4. DELAY CURVES GENERATED BY THE ANALYTIC EQUATION

Figure 4 shows that two hydrophones were used for the GAMARAY model simulation with target-
sensor geometries. The distance between the two bottom-mounted sensors is 100 m. Four target,courses (0
30°, 60, and 270) and five different CPA distances (0.1 km, 0.25 km, 0.5 km, 1.0 km, and 2.0 km) were
used in this study. In each case, the target traveled at a constant speed (4.32 knots) over a distance of
4 km for 30 min with the target reaching CPA at the middle of the run. Target depth was 40 m. Using the
analytic equation, a constant sound speed is heeded to generate the delay curves. The median sound speed of
the SVP was used in generating the delay curves shown in this section. Since the different SVPs have
different water depths, the valueldb for a given CPA range will be different for each SVP. Table 2 shows
the values of/D. The values o¥/D are independent of the SVP and are given in Table 3.
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Fig. 4 — Target-sensor geometry. The locations of the two phase centers are indicated by the two neighboring
circles. The star (*) indicates the initial position of the target. The observation time is about 30 min with the CPA
in the middle of the run. The speed of the target is about 4.32 knots. The CPA distance shown is 100 m; CPA
distances of 0.1, 0.25, 0.5, and 1.0 km were also used in this study. The target depth is 40 m.
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Table 2 —h/D Values for Each SVP at Different CPA Rang@} (

D=0.1km D =0.25km D=05km D=10km D=20km
SVPI 2.05 0.82 0.41 0.205 0.1025
SVPII 0.25 0.1 0.05 0.025 0.0125
SVPIII 0.7 0.28 0.14 0.07 0.035
Table 3 —v/D Value at Different CPA RangeB)
D=0.1km D =0.25km D =05km D=10km D=20km
v/D 0.3125 0.125 0.0625 0.03125 0.015625

Figure 5(a) shows the delay curves for each of the three SVPs for the five different CPA ranges for a
target heading of°0 For each CPA range, there is a delay curve for each SVP; the delay curve for SVP | is
the lightest trace, the delay curve for SVP Il is the intermediate trace, and the delay curve for SVP lll is the
darkest trace. Likewise, Figs. 5(b), 5(c), and 5(d) show the delay curves for the five different CPA ranges for
target headings of 306C°, and 270, respectively. Note that the delay curve for a target heading 8270
equivalent to that of a 9Qvith the exception that the peak of the delay-curve points to the right instead of
the left. These four headings were chosen to provide a rough sampling of delay-curve behaviors.

For CPA distances greater than 1.0 km, observed from Figs. 5(a) through 5(d), the differences among
the delay curves for the three SVPs are negligible. At the distance of 0.5 km, small differences can be seen
for target headings of 8@nd 270. For target CPA ranges shorter than 0.25 km, significant differences in
the delay curves are apparent when the target is near CPA. This is the horizontal compression/expansion
effect due to the variation ofD [1]. The larger thén/D, the larger the compression of the delay curve. For
a given target depth and CPA range, the deeper the ocean the greater thehBluginte SVP | is the
deepest, it will have the most compression. Furthermore, this horizontal compression/expansion effect is
especially significant for a target heading at2@ ) 9C°) when the target is near the CPA. From Eq. (1),
near CPA (whehis approximately equal tg), the absolute value of the numerator is a constggtXand
the denominator will be dominated by t® ratio, resulting in a significant horizontal compression.

As the target CPA range increases, the shape of the delay-curve approaches a straight line. This vertical
expansion effect is due to the change invtBeratio [1]; the smaller the value @D, the larger the vertical
expansion of the delay curve. For a given target speed, a larger target CPAD)aregellfs in a smaller
value of thev/D ratio and, hence, a more straightened delay curve.

Since these delay curves were generated by the analytic equation based on sensor-target geometry, they
are referred to as the geometrically modeled delay curves. The DCHT uses these geometrically modeled
delay curves as templates for its integration process. If the geometrically modeled delay curve does not
match with the correlation trace, then the normalized integrated value will be degraded. On the other hand,
if the geometrically modeled delay curve matches the correlation trace, then the normalized integrated
value will be enhanced. The detection by the DCHT is thus dependent on how well the geometrically
modeled delay curve matches the real correlation trace in the correlograms.
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(i) — CPArange = 0.1 km (i) — CPA range = 0.25 km

(iif) — CPA range = 0.5 km (iv) — CPA range = 1.0 km

(v) — CPA range = 2.0 km

Fig. 5(a) — Delay curves generated by the analytic equation using the track parameters specified in Fig. 4(a)
with heading = 0, SVP | is the lightest, SVP Il is the intermediate, and SVP lll is the darkest.



10 Shyu and Anderson

(i) — CPA range = 0.1 km (i) — CPA range = 0.25 km

(iii) — CPA range = 0.5 km (iv) — CPArange = 1.0 km

(v) — CPA range = 2.0 km

Fig. 5(b) — Delay curves generated by the analytic equation using the track parameters specified in Fig. 4(b)
with heading = 39 SVP | is the lightest, SVP Il is the intermediate, and SVP Il is the darkest.
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(i) — CPA range = 0.1 km (i) — CPA range = 0.25 km

(iif) — CPA range = 0.5 km (iv) — CPA range = 1.0 km

(v) — CPA range = 2.0 km

Fig. 5(c) — Delay curves generated by the analytic equation using the track parameters specified in Fig. 4(c)
with heading = 6§ SVP | is the lightest, SVP Il is the intermediate, and SVP Il is the darkest.
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(i) — CPA range = 0.1 km (i) — CPA range = 0.25 km

(iii) — CPA range = 0.5 km (iv) — CPArange = 1.0 km

(v) — CPA range = 2.0 km

Fig. 5(d) — Delay curves generated by the analytic equation using the track parameters specified in Fig. 4(d)
with heading = 279 SVP | is the lightest, SVP Il is the intermediate, and SVP Il is the darkest.
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5. CORRELOGRAMS GENERATED WITH THE GAMARAY MODEL

For each of the SVPs, the GAMARAY model was used to produce the acoustic fields at two bottom-
mounted sensors separated by 100 m for a 67 dB 10 to 150 Hz broadband signal source traveling at a speed
of 4.3 knots, at a depth of 40 m, with CPA distances varying from 0.1 to 2.0 km for four target cSurses (0
30°, 60, and 270). The GAMARAY model included caustics and beam displacement and ignored surface
scattering and the infinite paths in the caustic isonified zone. One bottom path was allowed at each bottom
interaction. The acoustic fields arriving at the two sensors were then used to calculate broadband correlograms
for the set parameters defined above.

Received Power as a Function of the Target Range

Figure 6 shows the received target acoustic energy as a function of the distance of the target from the
sensor. The average noise level of 15 dB is shown by the horizontal dashed line. Although different SVPs
produce different propagation loss, their overall behavior is consistent with the Spreading Law of transmis-
sion loss [4], and the signal power is inversely proportional to the target range. The effect due to the theoreti-
cal spreading loss on a 70 dB source (70%[2@(r), wherer is the target range in yards) is shown as a thick
gray line in Fig. 6.
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Fig. 6 — Signal power as a function of distance. The target depth is 40 m.
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Eigenray Behavior as a Function of the Target Range

To study the effect of the eigenray structure on the broadband correlogram, all eigenrays within 10 dB

of the strongest eigenray were tabulated. Figure 7 shows the source-receiver eigenrays for five different

target ranges for the SVPs | and Ill. The target range varied from 0.0 to 2.5 km in increments of 0.5 km. The

sensor is on the left-hand side of the figure, and the target is on the right-hand side. The sea bottom is
indicated by a thick dash line, while the target positions are indicated by black dots. The dominant eigenrays

are the direct path and surface reflection for short range. As the target range increases, other multipaths
appear and the direct path disappears. The eigenray structure of SVP Il is not shown; for the shallow depth
(65 m), the water column acts as a waveguide and the dominant eigenrays are the simple direct path, the
surface reflection, and the surface refraction.

Depth (m)

0 ey I ——
100
s
200 ) N N D
300
0 0.5 1.0 Range (km) 1.5 2.0 2.5

Fig. 7(a) — Dominant eigenrays for SVP |. The target is at the depth of 40 m. The depth of the water column is 245 m. The targe

is

located at multiples of 0.5-km intervals from the sensor that is located at the left-hand side of the figure. Thsiti@mgt po

are indicated by the black dots, and the sea bottom is indicated by the thick dash line.
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Fig. 7(b) — Dominant eigenrays for SVP lll. The target is at the depth of 40 m. The depth of the water column is 110 m. The
target is located at multiples of 0.5-km intervals from the sensor that is located at the left-hand side of the figugetThe tar
positions are indicated by the black dots, and the sea bottom is indicated by the thick dash line.

For each SVP, Tables 4 through 6 provide a description of the strongest eigenrays for distances from the

source to the receiver up to 3.0 km. In the tables, the initial direction, the number of surface interactions, the
number of bottom interactions, the number of bottom layer traversals, and the ranges of the dominant eigenrays
are shown. The ocean eigenrays are identified by a three-tiyplét( #b) whered/u indicates the initial ray

direction as downward or upward from the signal sourcadicates the number of surface interactions,

and # indicate the number of bottom interactions. For example, the eigenray of the direct path is identified
by (d, 0, 0) as the initial direction of the direct path is downward from the source and there are no surface or
bottom interactions. Similarly, the surface reflection is identifiedupyl ( 0) because the initial eigenray
direction is upward from the signal source with one surface interaction. An asterisk (tyaftaticates

that the interaction is a refraction, not a reflection.
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Table 4 — Dominant Eigenrays for SVP |

Initial Direction #T #B Bottom-Layer Traversa Range (km)
d 0 0 0 [0.00, 2.00]
u 1 0 0 [0.00, 1.14]
d 0 1 0 [2.00, 2.34]
d 1 1 1 [2.35, 2.61]
u 2 1 1 [2.61, 2.90]
u 2 2 1 [2.90, 3.00]

Table 5 — Dominant Eigenrays for SVP Il

Initial Direction #T #B Bottom-Layer Traversal Range (km)
d 0 0 0 [0.00, 0.27]

u 1 0 0 [0.00, 0.27]

u* (caustic) 1 0 0 [0.28, 3.00]

Table 6 — Dominant Eigenrays for SVP Il

Initial Direction #T #B Bottom-Layer Traversa Range (km)
d 0 0 0 [0.00, 1.10]
u 1 0 0 [0.00, 0.52]
u* 1 0 0 [0.52, 1.36]
u 1 1 0 [1.36, 3.00]
d 0 1 0 [1.36, 3.00]

For SVP |, when the target is close (target range < 1.14,lanly the direct pathd( 0, 0) and the
surface reflectiony, 1, 0) are significant; as the target range increases, additional multipaths occur. For
ranges greater than 1.14 km, the eigenda@,(1) is stronger than the surface reflectigri( 0) and become
the second strongest path. At 2.0 km, the direct path disappears. From 2.0 to 2.34 km, the most significant
eigenray isd, 0, 1). Propagation between target range 2.35 and 2.61 km is characterized by one digenray (
1, 1). The eigenrayuy; 2, 1) dominates the target ranges between 2.69 and 2.90 km, and
(u, 2, 2) dominates target ranges between 2.90 and 3.0 km.

The eigenray structure of SVP Il (Table 5) is much simpler than that of SVP I. For short ranges (<0.27
km) the dominant eigenrays are the direct patf,(0) and the surface reflectian {, 0). When target range
is greater than 0.28 km, these paths weaken and the caustic surface refraction becomes the dominant eigenray.
The direct path disappears when the target range is beyond 0.46 km.

Finally, the eigenray structure for SVP Il (Table 6) is quite similar to that of SVP I. At short ranges
(<0.52 km), the dominant eigenrays are the direct piath Q) and the surface reflectian {, 0). At a target
range of 0.52 km, the surface refractiof, (L, 0O) replaces the surface reflection as the second dominant
eigenray. The direct path disappears beyond 1.10 km and the surface refigctiopn0j becomes the
dominant eigenray. Between 1.36 and 3.00 kil (1) andd, 0, 1) are the two most significant eigenrays.

1In this section, all the range numbers are approximate. They depend on the range resolution used in the GAMARAY model.
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Different SVPs can produce dramatically different propagation phenomena. For example, the direct
path @, 0, 0) disappears at different target ranges (2.00 km—SVP [, 0.46 km—SVP I, and 1.10 km—SVP
). After the direct path disappears, the dominant eigenray is the caustic surface refteictiord) for
SVP I, @, 0, 1) for SVP I, and surface refractiari,(1, 0) for SVP lll. Since the direct path disappears, the
fundamental assumptions in the derivation of the analytic equation for the delay curve do not hold, poten-
tially calling the DCHT method into question. However, the time difference of arrival (TDOA) of the corre-
sponding dominant eigenrays to each sensor are very close to the TDOA of the direcOpajrefgenrays.

Thus, the correlation traces still maintain the “shape” of the correlation trace for the direct propagation, as it
is the TDOA that the DCHT measures, not the actual travel times themselves.

Broadband Correlograms as a Function of the Target Range

Figures 8 through 10 show the broadband correlograms generated from the data for the three SVPs for
a target traveling with a speed of 4.32 knots (8 km/h), a course an@ a depth of 40 m for five different
CPA values (0.1, 0.25, 0.5, 1.0, and 2.0 km). The correlation traces shown in these correlograms are identi-
fied by pl x p2 wherepl indicates the eigenray path arriving at the first sensor wRilmdicates the
eigenray path arriving at the second sensor. The eigenray paths are identified by the number of water column
traversals and the initial direction of the eigenray, with the initial direction immediately following the num-
ber of water column traversals. For example, the direct path will be identifiebb@sduse the direct path
has only one water column traversal and its initial direction is downward, and the surface reflection will be
identified as B because the surface reflection has two water column traversal, and its initial direction is
upward.

The correlation traces clearly show that different SVPs affect the broadband correlogram in different
ways. The most significant features are the white negative correlation traces, the width of the traces, and the
fade-out of the delay curve at longer ranges. Nevertheless, the overall shape of these correlation traces is
consistent with those shown in Fig 5(a).

Figure 8 shows the correlation traces for SVP |. Figure 8(a) shows three dominant correlation traces:
one black and two white. The black trace, in fact, is a combination of two different correlation traces; one
(identified as #l x 1d) is due to the direct path, and the other (identifieduas 2u) is due to the surface
reflection. The TDOA between the two direct paths ranges from 0.00245 to 0.06616 s, while the TDOA
between the two surface reflection ranges from 0.00189 to 0.06503 s. Fourteen min into the run the target is
about 0.19 km from the first sensor and 0.28 km from the second sensor, and the difference between the two
TDOAs obtain a maximum of 0.007 s (17 pixels), which is greater than the width of the trace. As a result,
two separated dark traces are seen in the correlogram. The difference between these two TDOAs gradually
becomes smaller as the target moves away from this point; hence, the horizontal distance between the two
black traces gradually decreases and the traces finally merge. A similar situation occurs at 17 min into the
run where the target is about 0.28 km from the first sensor and 0.19 km from the second sensor. The two
white traces are due to the two cross-correlatioths: 2u and 21 x 1d. Since the surface reflection and the
direct path are 18®ut of phase, these two cross-correlation traces have negative values and appear as white
traces. Because of the symmetric nature of the two, the correlation trate &f inirrors that of the @ x
1d. As target range increases, the TDOA differences between the direct path and the dominant multipath
decrease. This behavior is reflected from Figs. 8(b) through 8(d). For the case shown in Fig. 8(e), the target
range is between 2.0 km and 2.86 km; as explained in the previous section, the direct path disappears and the
dominant eigenrays are the surface reflectidn0( 1), @, 2, 1), and, 2, 2). Due to a large incoherent
propagation loss, the black trace in Fig. 8(e) is barely visible. Table 7 lists the incoherent propagation losses
for cases shown in Fig. 8; only the minimum and the maximum incoherent propagation loss are shown. Note
the propagation loss is not uniformly decreasing. As shown in Fig. 6, there is a large drop-off for target range
between 2.12 and 2.42 km.
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(8) — CPArange = 0.1 km (b) — CPA range = 0.25 km

(c) — CPArange = 0.5 km (d) — CPArange = 1.0 km

(e) — CPArange = 2.0 km

Fig. 8 — Broadband correlograms from a two-hydrophone sensor system.
SVP |, heading: Q depth: 40 m, and speed: 4.32 knots.
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(@) — CPArange = 0.1 km (b) — CPA range = 0.25 km
(c) — CPArange = 0.5 km (d) — CPArange = 1.0 km

(e) — CPArange = 2.0 km

Fig. 9 — Broadband correlograms from a two-hydrophone sensor system.
SVP I, heading: § depth: 40 m, and speed: 4.32 knots.
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(8) — CPArange = 0.1 km (b) — CPA range = 0.25 km
(c) — CPArange = 0.5 km (d) — CPArange = 1.0 km

(e) — CPArange = 2.0 km

Fig. 10 — Broadband correlograms from a two-hydrophone sensor system.
SVP llI, heading: ©, depth: 40 m, and speed: 4.32 knots.
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Table 7 — Incoherent Propagation Loss for Cases Shown in Fig. 8

CAP Range (km) Min Propagation Loss (dB) Max Propagation Loss (dB)
0.1 —45 -59
0.25 —48 -59
05 —52 —63
1.0 —55 —62
2.0 —61 —64

Figure 9 shows the correlation traces for SVP Il for a target headiriglaffag. 9(c) through 9(e), the
black correlation traces are now due to the TDOA of surface reflection since the direct path disappears in
SVP Il when the target range is greater than 0.5 km. The correlation trace is now observable in Fig. 9(e),
although the correlation trace is wider, as the received energy is much stronger at the lower frequency band
with narrower bandwidth.

Figure 10 shows the correlation traces for SVP Il for a target headirfg BOOFigs. 10(d) through
10(e), the black correlation traces are now due to the TDOA of surface reflection as the direct path disap-
pears when the target range is greater than 1.0 km. The shape of the spectra of the received signals for SVP
Il is similar to those of the SVP | and, thus, the correlation traces are more visible.

Figures 11 through 19 show the correlation traces for the three different SVPs for the target heading of
30° 6C°, and 270. The same main behaviors for SVP |, SVP Il, and SVP-IIl are evident, with the main
difference from Figs 8 through 10 being the change in shape of the correlation trace due to target heading.
This similarity is a result of the direction invariance of the propagation of the GAMARAY model.

6. DETECTION RESULTS OF DCHT

The DCHT was applied to the broadband correlograms shown in Figs. 8 through 19, using the median
sound speed of each profile (1480 m/s for SVP I; 1520 m/s for SVP IlI; and 1520 m/s for SVP Ill) to compute
Tmayx INtegration was over the entire 30-min run. Table 8 shows the parameter space for the DCHT. Here, the
minimum, the increment, and the maximum value for the four important parameters of the DCHT are listed.
The CPA time is measured relative to the middle of the run. The searching CPA window is chosen to cover
the correlogram time span. In general, the search CPA window does not need to be within the current
correlogram time span; it can be extended into earlier and/or later of the current correlogram time span.

The detection results for the four target headings of the DCHT are in Tables 9 through 12. Since the
value of the CPA distanc®] is known, the target speed can be estimated by multiplyindpy D. Cells
where one or more track parameters differ markedly from the real values are shaded; light shading indicates
that the CPA time is incorrect, while dark shading indicates that the speed is incorrect. A negative depth
value (which is meaningless) is indicated by three asterisks (***).

Although all the correlation traces are detected by the DCHT, in some cases the track parameters were
incorrectly estimated. The two most significant deviations of the estimated track parameters from the correct
values are the estimated target speed (twice the correct value) for SVP | when the CPA range is at 0.5 km and
2.0 km and the estimated CPA time (off about 140 s) for SVP | when CAP range is at 2.0 km. Estimates of
depth were poor as only 19 of 60 were correct, and 11 of the incorrect values are physically impossible.
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(8) — CPArange = 0.1 km (b) — CPA range = 0.25 km
(c) — CPArange = 0.5 km (d) — CPArange = 1.0 km

(e) — CPArange = 2.0 km

Fig. 11 — Broadband correlograms from a two-hydrophone sensor system.
SVP |, heading: 3Q depth: 40 m, and speed: 4.32 knots.
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(8) — CPArange = 0.1 km (b) — CPA range = 0.25 km

(c) — CPArange = 0.5 km (d) — CPArange = 1.0 km

(e) — CPArange = 2.0 km

Fig. 12 — Broadband correlograms from a two-hydrophone sensor system.
SVP I, heading: 30 depth: 40 m, and speed: 4.32 knots.
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(8) — CPArange = 0.1 km (b) — CPA range = 0.25 km

(c) — CPArange = 0.5 km (d) — CPArange = 1.0 km

(e) — CPArange = 2.0 km

Fig. 13 — Broadband correlograms from a two-hydrophone sensor system.
SVP llI, heading: 39 depth: 40 m, and speed: 4.32 knots.
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(8) — CPArange = 0.1 km (b) — CPA range = 0.25 km

(c) — CPArange = 0.5 km (d) — CPArange = 1.0 km

(e) — CPArange = 2.0 km

Fig. 14 — Broadband correlograms from a two-hydrophone sensor system.
SVP |, heading: 6Q depth: 40 m, and speed: 4.32 knots.
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(8) — CPArange = 0.1 km (b) — CPA range = 0.25 km
(c) — CPArange = 0.5 km (d) — CPArange = 1.0 km

(e) — CPArange = 2.0 km

Fig. 15 — Broadband correlograms from a two-hydrophone sensor system.
SVP I, heading: 69 depth: 40 m, and speed: 4.32 knots.
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(8) — CPArange = 0.1 km (b) — CPA range = 0.25 km
(c) — CPArange = 0.5 km (d) — CPArange = 1.0 km

(e) — CPArange = 2.0 km

Fig. 16 — Broadband correlograms from a two-hydrophone sensor system.
SVP llI, heading: 69 depth: 40 m, and speed: 4.32 knots.
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(8) — CPArange = 0.1 km (b) — CPA range = 0.25 km

(c) — CPArange = 0.5 km (d) — CPArange = 1.0 km

(e) — CPArange = 2.0 km

Fig. 17 — Broadband correlograms from a two-hydrophone sensor system.
SVP |, heading: 270 depth: 40 m, and speed: 4.32 knots.
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(8) — CPArange = 0.1 km (b) — CPA range = 0.25 km
(c) — CPArange = 0.5 km (d) — CPArange = 1.0 km

(e) — CPArange = 2.0 km

Fig. 18 — Broadband correlograms from a two-hydrophone sensor system.
SVP I, heading: 270 depth: 40 m, and speed: 4.32 knots.
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(8) — CPArange = 0.1 km (b) — CPA range = 0.25 km
(c) — CPArange = 0.5 km (d) — CPArange = 1.0 km

(e) — CPArange = 2.0 km

Fig. 19 — Broadband correlograms from a two-hydrophone sensor system.
SVP lll, heading: 27Q depth: 40 m, and speed: 4.32 knots.
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Fig. 20 — Depth effect on the distortion of delay curve. The depth factor is the ratio of the target-sensor depth
difference and CPA range. There are 10 different delay curves shown in these figures. They have the same speed
(3 knots), same CPA time (128th sweep), same CPA range (100 m) but with different depth factors (ranging from 0.0
to 0.9 with an increment of 0.1).
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Display of Similarity

100%

1.0

Assumed h/D
Assumed h/D

o
o

Actual h/D 1.0 Actual h/D 1.0
(a) — Target course =0 (b) — Target course = 30

1.4 1.0

Assumed h/D
Assumed h/D

0 0

Actual h/D 1.0 Actual h/D 1.0
(c) — Target course = 80 (d) — Target course = 90

Fig. 21 — Similarity measurement for a delay curve of one-pixel wide. The horizontal axis is thé&/&tual
ratio of the target, while the vertical axis is the assumi@datio of the target. Heleis the relative depth of the
target, and is the CPA range of the target. The target travel with congfiamatio (0.015432), CPA time (in

the middle of the run) and coursé {0 (a), 30 in (b), 60 in (c), and 90in (d)). The length of the delay curve

is 256 pixels, and the max tau is 100 pixels. Along the diagonal line, the adsined the same value as the
actualh/D and, hence, will generate a perfect match, and the value of similarity is 100%. It can be observed
that the similarity falls off more dramatically as the depth of the target increases.
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Display of similarity
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(a) — Target course =0 (b) — Target course = 30
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(c) — Target course = 80 (d) — Target course = 90

Fig. 22 — Similarity measurement for a delay curve of five-pixel wide. The horizontal axis is thénA2tadio

of the target, while the vertical axis is the assumm@&ratio of the target. Here is the relative depth of the
target, and is the CPA range of the target. The target travels with congfanatio (0.015625), CPA time (in

the middle of the run) and coursé (A (a), 30 in (b), 60 in (c), and 99in (d)). The length of the delay curve

is 256 pixels, and the max tau is 100 pixels. Along the diagonal line, the adsies the same value as the
actualh/D and, hence, will generate a perfect match, and the value of similarity is 100%. It can be observed that
the value of the similarity falls off more dramatically as the depth of the target increases.



Applying the DCHT to Shallow-Water Environments 35

SVP in a shallow-water environment varies significantly over depth, a good valua gfthesed in Eq. (1)

for the time-delay curve can be computed by dividing the inter-sensor distance by the median value of the
SVP. Based on the detection results shown in Section 6, this is a good approximation and provides good
detection and parameters estimation. The DCHT remains a very useful technique for detecting the target and
estimating target track parameter other than depth in a shallow-water environments, at least for the cases
studied. Depth estimation from the delay curve will be most reliable when the target’s course is perpendicu-
lar to the sensors’ baseline & is large. The detection of the delay curve will be the most robust when the
target course is parallel to the sensors; baseliné@/@nid small. The estimation of the depth factor should

not be viewed as a precise measuremer/falues that are small.
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